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Abstract Nowadays the Internet has become an essential tool for exchanging
information, both on a personal and professional level. Today, the analysis of
sentiment offers us a great interest for research, marketing and industry. With
millions of comments and tweeting published every day, the information avail-
able on the Internet and in social media has become a gold mine for companies
developing in their production, management and distribution. In this article,
we propose a novel approach to analyze the sentiments of the Algerian dialect
for the benefit of the Algerian Telephone Operator Ooredoo. The proposed
approach is based on a deep learning model, which provides state-of-the-art
results on a dataset written in Algerian dialect. In this study, the Facebook
comments shared in Modern Standard Arabic (MSA) and Algerian dialect of
the customers of the Algerian telephone operator Ooredoo are analyzed in
order to allow the operator to retain and satisfy its customers to the maxi-
mum. Experimental results show that deep learning approaches outperformed
traditional methods of sentiment.
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1 Introduction

Today E-commerce allows users to express their opinions, views and sentiments
through comments on products/services, in different social media platforms
such as Facebook, Tweeter and Instagram. The information derived from the
comments of Internet users is very important; it influences everyone’s decision
to take action to opt for a given article, based on the experience and opinions
of other users. Thus, sentiment analysis (SA), also called opinion mining, is the
field of study that exploits the opinions, sentiments, evaluations, assessments,
attitudes and emotions of individuals towards entities, such as these products,
services, organizations, individuals, problems, events and subjects [1]. SA is
becoming a very active field of research, its objective being to analyse people’s
opinions, sentiments, attitudes and emotions on different topics with different
languages from texts shared in different social networks [2].

Several approaches to sentiment analysis have been proposed and intro-
duced by several authors [3], [4] and [5] with good results.Consequently, the
researchers realized that finding the sentiment generated by current user data
required a thorough understanding and effective methods of learning text with-
out resorting to manual feature engineering [6], [7] and [8]. In recent years, it
has been demonstrated that deep learning models are a promising solution to
the challenges of Natural Language Processing (NLP). Indeed, Deep Learn-
ing approaches have proven to be more effective than traditional methods of
sentiment analysis[9]. The objective of our work is to analyze the polarity of
customer comments of the Algerian telephone operator Ooredoo; published in
different forms (MSA, Algerian Dialect) using Deep Learning approaches.

The remaining part of this paper is organized as follows: Section 2 presents
a current state-of-the-art on deep learning based sentiment analysis. Section 3
explains our approach. Section 4 summarizes the experiences and analyzes the
results. Finally, Section 5 presents the conclusions of this paper and highlights
future work.

2 Related work

In this section, we present related work on sentiment analysis, using the deep
learning of Arabic texts (Modern Standard Arabic and Dialect Arabic).

[10] Proposed a deep learning model for sentiment analysis in Arabic, based
on a CNN architecture layer for extracting local features and two LSTM layers
for maintaining long-term dependencies. The feature maps learned by CNN
and LSTM are passed to the SVM classifier for final classification. Their model
reaches an accuracy of 90.75%. [11] Proposed a deep learning (DL) method for
the analysis of sentiments in dialectal Arabic, which combines long-term and
short-term memory (LSTM) with convolutional neural networks (CNN) mem-
ory. Their model achieved an accuracy of 81% to 93% for binary classification
and 66% to 76% accuracy for three-way classification. [12] Presented a deep
learning study to classify sentiments from texts in the Saudi dialect. They
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applied two deep learning techniques to perform sentiment analysis: Long-
Short-Term Memory (LSTM) and Bi-Directional Long-Short-Term Memory
(Bi-LSTM). The experimental results of Bi-LSTM were 94% higher than those
of LSTM 92%, while SVM had the lowest performance at 86.4%. [13] Used
an assemble model combining the CNN (Convolutional Neural Network) and
LSTM (Long Short-Term Memory) models to predict the sentiment of Ara-
bic tweets. Their model scored 64.46% higher than the F1 Advanced Deep
Learning Model score of 53.6% of the Arabic tweets dataset. [14]Proposed to
combine convolutional and recurrent layer methods into a single model, in
addition to the preformed word vectors, to capture long-term dependencies
in short texts more efficiently. They proved that the CNN and RNN models
can fill the gaps in short texts in deep learning models. [15] Discussed a neural
network (CNN) model that integrates user compartmental information into an
Arabic tweet document. They presented the "Mazajak” tool, the first online
sentiment analysis tool in Arabic.

3 PROPOSED APPROACH

In this section, we illustrate the main steps of our approach (see Figure 1).
First comments are collected on the social networks Facebook and tweeter of
the telephone operator Ooredoo. Next, the comments go through the cleaning
and pre-treatment step in order to eliminate unwanted symbols and tokens.
Finally, the comments are listed for preparation for the sentiment analysis
step.
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Fig. 1 Main steps of the proposed approach
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3.1 Data collection

Sentiment analysis in Deep Learning requires the collection of a large dataset.
All comments used in our research are mainly extracted from the social net-
works Facebook and Tweeter. All the data processed in this work were col-
lected and annotated using the Facepager and Tweepy APIs, a Python wrapper
for the Twitter API.

Indeed, our corpus contains 65,125 comments, where the Algerian dialect
is widely used with 75% of the collected data, while the rest of the dataset
consists of other languages.
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Fig. 2 Example of Tweets Ooredoo

3.2 Language detection

Algerian Internet users communicate in the majority of cases in a multilingual
language, written in French, Arabic and English, while we often find other
informal languages written by users, such as the Algerian dialect and Arabizi.

In this context, our research is interested in the classification of the senti-
ments of the comments and posts written in Algerian dialect of a sample of
customers of the Algerian Telephone Operator Ooredoo. To do this, we use
the Python Alphabet Detector 11 library to detect Latin and Arabic char-
acters in our Dataset, in order to create an Arabic-specific corpus, where we
then translate the rest of the Dataset into the other languages used with the
Google Translation API. In our study, we used a Python library allowing the
detection of the alphabet, in order to keep an Arabic corpus.

3.3 Cleaning and pre-treatment

Before starting the sentiment analysis stage, a preliminary cleaning and pre-
processing phase of the comments and posts is necessary in order to remove
unwanted noises and symbols, empty words, URLs, etc.

In this framework, the following steps are listed for cleaning and prepro-
cessing:

— Tokenization.
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Removal of empty words.

— Removal of special characters, punctuation marks and all diacritics.
— Deletion of all non-Arabic characters.

Removal of URLs.

— emmatization.

Removal of repeated letters.

Lexical normalization.

— Removal of hashtags.

Figure 3 shows an example of Ooredoo Tweeets after the preprocessing phase:
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Fig. 3 Example of Tweets Ooredoo after the preprocessing

3.4 Sentiment Analysis

In this phase, we proposed to use the deep learning model Convolutional Neu-
ral Network CNN, in order to allow the analysis of the feelings of the Algerian
dialect on a set of data collected from Internet users from the official pages of
the Telephone Operator Ooredoo.

With the aim of extracting morphological information, we started a deep
character representation with the use of the CNN model inspired by the model
proposed by the authors [16]. Indeed, it is a matter of generating a new vector
representative of an input word by using a convolution layer followed by a
max-grouping layer. It should be noted that for the preparation of the CNN
model, we used the python API TensorFlow and Sklearn open source libraries
for sentiment analysis. In this context, note that an SVM classifier from the
machine learning approach was also used to classify the polarity of the data
into positive, negative and neutral classes.

4 Expermentation and Evaluation
In this section, we present and discuss the results of applying AS using con-

volutional neural network (CNN) and support vector machine (SVM) for the
data set.
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4.1 Sentiment analysis results

The objective of this research is to study and explore the improvement of
sentiment analysis by deep learning of the Algerian dialect DAlg, where we
compared the CNN model with the SVM classifier, to the effect of classifying
the polarity according to the classes: positive, negative or neutral.

In this step, several experiments were conducted, where the results ob-
tained are illustrated in the following tables using the three measures namely:
precision, recall and F-measure. Table 1 represents the results of the precision
values for the classes: positive, negative and neutral of the data set, from which
it is noted in this context that the positive class obtained the highest precision
compared to the other two classes.

The figure 4 shows the precision values for each of the three classes: positive,
negative and neutral. Thus, we notice that the accuracy values for the positive
class obtained the best results compared to each of the other two classes, with
a rate of 76% for the CNN model and 72% for the SVM classifier. For the
negative class, the accuracy of the CNN model is 72% and 71% for the SVM
classifier. As for the neutral class, the results obtained are different from the
two previous classes, with an accuracy value of 70% for the CNN model and
only 64% for the SVM classifier.

Table 1 Accuracy of positive, negative and neutral classes

Classifiers  Positive = Negative  Neutral

CNN 0.76 0.72 0.70
SVM 0.72 0.71 0.64

0,8
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0,2

0,1

positive negative neutral

m CNN mSWVM

Fig. 4 Accuracy of positive, negative and neutral classes
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Table 2 describes the recall values for each of the three classes.

Table 2 Recall of positive, negative and neutral classes

Classifiers  Positive  Negative  Neutral

CNN 0.37 0.81 0.73
SVM 0.24 0.77 0.74

Figure 5 demonstrates the recall values for the three classes: positive, neg-
ative and neutral of the SVM classifier and the CNN model.

We can remark that the negative class obtained the best recall compared
to each of the two other classes: positive and neutral with a rate of 81% for the
CNN and 77% for the SVM. However, for the neutral class, the recall value is
73% for the CNN and 74% for the SVM classifier. Figure 7.5 shows that the
positive class obtained the lowest recall with a rate of only 37% for the CNN
model and 24% for the SVM classifier
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positive negative neutral
mCNN mSVM

Fig. 5 Recall of positive, negative and neutral classes

Table 3 and Figure 6 represent the F-measure values for each of the three
classes. We see that the F-measure results for the negative class are the best
performing with a rate of 73% for the CNN model and 72% for the SVM
classifier, compared to the other two classes: positive and neutral. Concerning
the F-measure rates of the neutral class, these are close to each other, evaluated
at 68% for the CNN and 69% for the SVM.

For the positive class, Figure 6 illustrates that the CNN model obtained a
rate of only 40% and only 29% for the SVM classifier, rates that are signifi-
cantly lower than those obtained for the other two classes.
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Table 3 F-measure of positive, negative and neutral classes

Classifiers  Positive  Negative  Neutral

CNN 0.40 0.73 0.68
SVM 0.29 0.72 0.69
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Fig. 6 F-measure of positive, negative and neutral classes

Table 4 and Figure 7 illustrate the experimental results obtained from the
SVM classifier and the CNN model.

76,00%

74,00%
72,00%
70,00%
68,00%
66,00%
B4,00%
62,00%
Accurancy Recall F-measure
mCNN mSVM

Fig. 7 The experimental results obtained

From the results obtained in Table 4 and Figure 7, we infer that the CNN
model achieved high accuracy compared to that obtained by the SVM. The
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CNN model achieved 74.66% accuracy, while the SVM achieved only 69.00%.
This shows that deep learning handles the large amount of data better com-
pared to machine learning algorithms, such as the SVM classifier.

Table 4 The experimental results obtained

Classifiers  Positive = Negative  Neutral

CNN 74.66% 71.00% 67.00%
SVM 69.00% 68.33% 67.66%

5 Conclusion and perspectives

In this paper, we have presented a sentiment analysis approach using deep
learning related to the comments of the Algerian telephone operator Ooredoo’s
customers on different social networks. The objective of this work is to address
the concerns of the Algerian telephone operator, whose main concern is to best
satisfy its customers who subscribe to the social network Facebook among
others. Ooredoo in this context and in its new strategy seeks to improve the
quality of its services to its customers to retain them and encourage them to a
long-term subscription. In this paper, we presented a deep learning approach
for sentiment analysis of Arabic comments, as we were able to classify and
analyze the polarity of comments from customers of the Algerian telephone
operator Qoredoo, written in Algerian dialect and in MSA. In this regard, we
conducted various experiments using several algorithms such as CNN and SVM
to enable sentiment analysis.As a result, we obtained an accuracy score using
the CNN and SVM models of 80% and 72% for the positive class, 73% and 71%
for the negative class, and 71% and 64% for the neutral class, respectively. In
our future work, we plan to conduct a comparative study of sentiment analysis
using deep learning models, introducing multilingualism, in addition to Arabic.

References

1. B. Liu, “Sentiment analysis and opinion mining,” Synthesis lectures on human language
technologies, vol. 5, no. 1, pp. 1-167, 2012.

2. B. Klouche and S. M. Benslimane, “Multilingual sentiments analysis to improve the
quality of services provided by algerian telephone operator.,” in JERI, 2019.

3. B. Pang, L. Lee, and S. Vaithyanathan, “Thumbs up? sentiment classification using
machine learning techniques,” arXiv preprint cs/0205070, 2002.

4. M. Hu and B. Liu, “Mining and summarizing customer reviews,” in Proceedings of
the tenth ACM SIGKDD international conference on Knowledge discovery and data
mining, pp. 168-177, 2004.

5. P. J. Stone, R. F. Bales, J. Z. Namenwirth, and D. M. Ogilvie, “The general inquirer:
A computer system for content analysis and retrieval based on the sentence as a unit
of information,” Behavioral Science, vol. 7, no. 4, p. 484, 1962.

220



He
[«=]

11.

12.

13.

14.

15.

16.

G. A. Abandah, A. Graves, B. Al-Shagoor, A. Arabiyat, F. Jamour, and M. Al-Taee,
“Automatic diacritization of arabic text using recurrent neural networks,” International
Journal on Document Analysis and Recognition (IJDAR), vol. 18, no. 2, pp. 183-197,
2015.

L. Lulu and A. Elnagar, “Automatic arabic dialect classification using deep learning
models,” Procedia computer science, vol. 142, pp. 262—-269, 2018.

. B. Klouche, S. M. Benslimane, and S. R. Bennabi, “Ooredoo rayek: A business de-

cision support system based on multi-language sentiment analysis of algerian opera-
tor telephones,” International Journal of Technology Diffusion (IJTD), vol. 11, no. 2,
pp. 66-81, 2020.

. M. Elaraby and M. Abdul-Mageed, “Deep models for arabic dialect identification on

benchmarked data,” in Proceedings of the Fifth Workshop on NLP for Similar Lan-
guages, Varieties and Dialects (VarDial 2018), pp. 263-274, 2018.

. A. H. Ombabi, W. Ouarda, and A. M. Alimi, “Deep learning cnn—Istm framework for

arabic sentiment analysis using textual information shared in social networks,” Social
Network Analysis and Mining, vol. 10, no. 1, pp. 1-13, 2020.

K. A. Kwaik, M. Saad, S. Chatzikyriakidis, and S. Dobnik, “Lstm-cnn deep learning
model for sentiment analysis of dialectal arabic,” in International Conference on Arabic
Language Processing, pp. 108-121, Springer, 2019.

R. M. Alahmary, H. Z. Al-Dossari, and A. Z. Emam, “Sentiment analysis of saudi di-
alect using deep learning techniques,” in 2019 International Conference on Electronics,
Information, and Communication (ICEIC), pp. 1-6, IEEE, 2019.

M. Heikal, M. Torki, and N. El-Makky, “Sentiment analysis of arabic tweets using deep
learning,” Procedia Computer Science, vol. 142, pp. 114-122, 2018.

A. Hassan and A. Mahmood, “Deep learning approach for sentiment analysis of short
texts,” in 2017 3rd international conference on control, automation and robotics (IC-
CAR), pp. 705-710, IEEE, 2017.

I. A. Farha and W. Magdy, “Mazajak: An online arabic sentiment analyser,” in Pro-
ceedings of the Fourth Arabic Natural Language Processing Workshop, pp. 192—198,
2019.

J. P. Chiu and E. Nichols, “Named entity recognition with bidirectional lstm-cnns,”
Transactions of the Association for Computational Linguistics, vol. 4, pp. 357-370,
2016.

221



	Assessing Combinations of Artificial Neural Networks Input Meteorological Parameters to Improve Daily Runoff Simulation., Aoulmi Yamina
	Self-Organized Navigation in Multi-Robot System Based on the Behavioural Fuzzy Controller, Teggar Hamza
	Using Artificial Intelligence for Microgrid Operation and Control in Presence of Sustainable Power Systems, Nour El Yakine Kouba [et al.]
	Fuzzy Direct Torque Control of Electric Vehicle with Dual Induction Motors Fed by Five Leg Inverter, Kadri Farid [et al.]
	A Comparative Study between the Two Applications of the Neural Network and Space Vector PWM for Direct Torque Control of a DSIM Fed by Multi-Level Inverters, Benaouda Omar [et al.]
	Multiple Fuzzy Diagnosis for Voltage Source Inverter Open Circuit Fault in Torque Direct Control Induction Motor Drive, Tamissa Younes [et al.]
	Big Data Veracity: methods and challenges, Moutassem Benabderrahmane [et al.]
	Effective Recognition of Handwritten Arabic Text, Zennaki Mahmoud [et al.]
	Interval versus Histogram of Symbolic Representation Based One-Class Classifier for Offline Handwritten Signature Verification, Djoudjai Mohamed Anis [et al.]
	Residual Neural Network for Predicting Super-enhancers on Genome Scale, Sara Sabba [et al.]
	Machine Learning Algorithms for Big Data Mining Processing: A review, Djafri Laouni [et al.]
	Digital Text Authentication Using Deep Learning: Proposition for the Digital Quranic Text, Touati-Hamad Zineb [et al.]
	A Modified NSGA-II with Silhouette Coefficient and K-means Clustering, Mahammed Nadir [et al.]
	Prediction of Cancer Clinical Endpoints Using Deeplearning and RPPA data, Zenbout Imene [et al.]
	Clustering Educational Items from Response Data using Penalized Pearson coefficient and deep autoencoders, Harbouche Khadidja [et al.]
	ParPredict: A partially-ordered sequential rules based framework for mobility prediction, Amirat Hanane
	Rational Function Model Optimization Based On Swarm Intelligence Metaheuristic Algorithms, Oussama Mezouar [et al.]
	Experimental study of an active learning algorithm dealing with noisy labels, Bellahdid Nouara
	Maximum Power Point Tracking of a Wind Turbine Based on Artificial Neural Networks and Fuzzy Logic Controllers, Boulkhrachef Oussama [et al.]
	Deep Neural networks based TensorFlow Model for IoT lightweight cipher attack, Tolba Zakaria [et al.]
	Electric Differential with Fuzzy logic Controller for direct wheel drive Electric Vehicle, Khatir Tabti [et al.]
	Sentiment Analysis of Algerian Dialect Using a Deep Learning Approach, Klouche Badia [et al.]
	multi-agent system for an adaptive intrusion detection, Cheikh Mohamed [et al.]
	Do We Need Change Detection for Dynamic Optimization Problems?, Boulesnane Abdennour [et al.]
	A CBR approach based on ontology to supplier selection, Mokhtaria Bekkaoui [et al.]
	Recognizing Arabic handwritten literal amount using Convolutional Neural Networks, Korichi Aicha [et al.]
	A Novel Separable Convolution Neural Network for Human Activity Recognition, Boudjema Ali [et al.]
	Deep approach based on user's profile analysis for capturing user's interests, Benkhelifa Randa [et al.]
	Multi Agent Systems based CPPS – An Industry 4.0 Test Case, Bendjelloul Abdelhamid [et al.]
	Feature Selection using F-score Method for Offline Arabic Handwritten Fragment Identification, Azzoug Soraya [et al.]
	Ranking social media news feeds: A comparative study of Personalized and Non-Personalized prediction models, Belkacem Sami [et al.]
	Imbalanced datasets: Towards a better classification using boosting methods, Djafri Laouni [et al.]
	A social media approach for improving decision-making systems, Sadat Islam [et al.]
	Human-Machine Interaction based on Eye Command: Algorithm to detect the movement of the eyes and recognize the command, Benkerzaz Saliha
	Theoretical Model of Traffic Signal Timing Optimisation Improved On ant colony Optimisation and Symbiotic Organism Search, Kouidri Chaima [et al.]
	Machine Learning Based Indoor Localization using WiFi and Smartphone in a Shopping Malls, Kamel Maaloul
	Offline Arabic Handwriting Recognition Using a Deep Neural Approach, Benbakreti Samir [et al.]
	Applying Artificial intelligence techniques for predicting amount of CO2 emissions from calcined cement raw materials, Yakoub Boukhari
	Local Directional Strength Pattern for effective Offline Handwritten Signature Verification, Arab Naouel [et al.]
	Ball bearing monitoring using decision-tree and adaptative nero-fuzzy inference system, Euldji Riadh [et al.]
	Artificial intelligent in upstream oil and gas industry: a review of applications, challenges and perspectives, Kenioua Abdelhamid [et al.]
	A Comparative Study Of Road Traffic Forecasting Models, Redouane Benabdallah Benarmas
	Road Segments Traffic Dependencies Study Using Cross-Correlation, Redouane Benabdallah Benarmas
	On the use of the convolutional autoencoder for Arabic writer identification using handwritten text fragments, Briber Amina [et al.]
	Automation of the reading and interpretation of the ODTR plot, Mazouzi Amine
	Security issues in self-organized ad-hoc networks (MANET, VANET, and FANET): A survey, Goumiri Sihem [et al.]
	A Comprehensive Study of Multicast Routing Protocols in the Internet of Things, Lakhlef Issam [et al.]
	Auto-Scaling,Efficient and Cost Effective Architecture in Apache Hadoop, Nemouchi Warda [et al.]
	Comparing NoSQL Databases with YCSB Standard Benchmark, Ben Seghier Nadia [et al.]
	GA-based approaches for Optimization energy and coverage in wireless sensor network: State of the art, Benhaya Khalil [et al.]
	A Smart Home Management based on M2M/IoT Technologies, Djehaiche Rania [et al.]
	The Internet of Things Security Challenges: Survey, Inès Beggar [et al.]
	Hybrid Approach to WebRTC Videoconferencing on Mobile Devices, Diallo Bakary [et al.]
	Modeling and Simulation of Urban Mobility in a Smart City, Saheb Faiza
	OAIDS: An Ontology-Based Framework for Building an Intelligent Urban Road Traffic Automatic Incident Detection System, Hireche Samia [et al.]
	A Study of Wireless Sensor Networks Based Adaptive Traffic Lights Control, Benzid Sofiane [et al.]
	Forwarding Strategies in NDN-based IoT Networks: A Comprehensive Study, Adel Djama [et al.]
	Dilated Convolutions based 3D U-net for Multi-Modal Brain Image Segmentation., Kemassi Ouissam [et al.]
	Interpretation of breast tumors classification using convolutional neural network visualization, Nedjar Imane [et al.]
	Image restoration using proximal-splitting methods, Diffellah Nacira [et al.]
	New Method for Image Encryption Using GOST and Chaotic Tent Map, Yahi Amina [et al.]
	Segmentation of the Breast Masses in Mammograms Using Active Contour for Medical Practice: AR based surgery, Guerroudji Mohamed Amine [et al.]
	A hybrid LBP-HOG model and naive Bayes classifier for knee osteoarthritis detection: data from the osteoarthritis initiative, Messaoudene Khadidja [et al.]
	RONI-based Medical Image Watermarking using DWT and LSB Algorithm, Benyoucef Aicha [et al.]
	A CNN approach for the identification of dorsal veins of the hand, Bendouda Abdelkrim [et al.]
	Deep learning for seismic data semantic segmentation, Med Anouar Naoui [et al.]
	Feature Fusion for Kinship Verification based on Face Image Analysis, Nemmour Hnemmour [et al.]
	Image processing: Image compression using compressed sensing, discrete cosine transform and wavelet transform., Bekki Amane [et al.]
	An external archive guided NSGA-II algorithm for Multi-Depot Green Vehicle Routing Problem, Hemici Meriem [et al.]
	New Approach for Multi-Valued Mathematical Morphology Computation, L'haddad Samir [et al.]
	Data-Intensive Scientific Workflow Scheduling Based on Genetic Algorithm in Cloud Computing, Siham Kouidri [et al.]
	Using a Direct Multiple Shooting Method to an Optimal control problem, Louadj Kahina [et al.]
	Intelligent Visual Robot Navigator via Type-2 Takagi-Sugeno Fuzzy Logic Controller and Horn-Schunck Estimator, Mohamed Nadour [et al.]
	Multi-Robot Visual Navigation Structure based on Lukas-Kanade Algorithm, Abdelfattah Elasri [et al.]
	Trajectory Tracking of a Reconfigurable Multirotor Using Optimal Robust Sliding Mode Controller, Derrouaoui Saddam [et al.]
	Passive fault tolerant control of a new reconfigurable quadrotor, Salmi Abdenour [et al.]
	Real-time speed control of a mobile robot using PID controller., Mohandsaidi Sabrina [et al.]
	Penguins Search Optimization Algorithm (PeSOA) for chaotic synchronization system, Maamri Fouzia [et al.]
	Increasing the performance of mobile networks by planning and dimensioning, Ayad Mouloud [et al.]
	A NOVEL METHODOLOGY FOR GEOVISUALIZING EPIDEMIOLOGICAL DATA, Fatiha Guerroudji
	(Multi-agents Communities Based Routing Algorithm): A routing protocol proposition for UAVs network, Boutalbi Mohammed Chaker [et al.]
	Author Index

