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Abstract

The problem of forecasting energy consumption has become the subject of
numerous studies. Locally, the same issue has become of great importance for
SONELGAZ institution since it has noticed the recurrence of the problems of a large
increase in consumption at specific times (summer and winter).

On the other hand, since the forecast of energy consumption requires the use
of reliable Dataset and techniques for the forecasting of the evolution of consumers'
energy needs, we aim in collaboration with SONELGAZ through this research to
apply artificial intelligence techniques to solve this problem in order to providing an
opportunity for SONELGAZ to control the crisis of the increasing demand for energy
at critical times.

Key words: Energy Consumption, Forecasting, Al techniques



Résumeé:

La problématique de la prévision de la consommation d'énergie fait I'objet de
nombreuses études. Localement, le méme probléeme est devenu d'une grande
importance pour l'institution SONELGAZ depuis qu'elle a constaté la récurrence des
problémes d'augmentation importante de la consommation & des moments précis (été
et hiver).

Néanmoins, étant donné que la prévision de la consommation d'énergie
nécessite I'utilisation de données fiables et de techniques de prévision de I'évolution
des besoins énergétiques des consommateurs, nous visons en collaboration avec
SONELGAZ a travers cette recherche a appliquer des techniques d'intelligence
artificielle pour résoudre ce probléeme afin de fournir une opportunité pour
SONELGAZ de maitriser la crise de la demande croissante en énergie a des moments
critiques.

Mots-clés : Consommation d'énergie; Prévisions; Techniques d'lA
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General introduction

General introduction

Electricity is one of the most significant and prevalent sources of energy as
well as one of the primary and essential resources for people, since they are related on
it for the performance of all of their economic and social activities in everyday life. In
other words, electricity is a crucial pillar of the national economy and its sustainable
services are the basis of people's daily lives.

In this context, and given the importance of electricity for humans because of
the benefit it provides, there has been a significant increase in its consumption,
whether for domestic or for industrial use. Even though there are a number of
contributing elements to this increase, including population growth and technological
advancement, it is crucial for electricity generation and distribution companies to
establish a short and long-term strategies to predict the rate of consumption.

Research problem

Due to the overt growth in electricity consumption, it is so vital to investigate
the feasibility of forecasting energy consumption in order to accurately estimate
demand, save energy, and prevent any problem due to the deficit.

To do this, the use of artificial techniques to predict electrical energy
consumption using historical data for EI-Oued city over a period of 10 years, will be
very advantageous.

In this study, we will address an important issue represented by the application
of artificial intelligence techniques in order to predict the future consumption of
electricity and to give the opportunity to the SONELGAZ institution to prepare for the
future demand, by careful monitoring of medium voltage electricity sales chains
intended for domestic consumption at of EI-Oued city in the period between the first
quarter of 2012 and the last quarter of the year 2022.

Therefore, we can summarize our problematic in the following questions:

- Is it possible to forecast the consumption of electricity intended for
household use in EI-Oued city ?

- To what extent are we able to predict with high accuracy the amount of
electricity consumption of households in El Oued ?

- What is the best machine learning model that can predict household
consumption in EI-Oued city with high accuracy ?
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Importance of the subject:

Research on predicting electricity usage is crucial for a number of reasons.
Therefore, the interest of this study lies in brief in the following three points:

1. It enables companies that produce and distribute electricity to plan their energy
supply and generation based on forecast demand, which can help ensure a reliable
power supply and prevent power outages.

2. An accurate prediction of electricity consumption enables consumers to better
control their energy consumption and reduce costs. If consumers know ahead of
time that electricity demand will be high at a certain time, they can take measures
to decrease their electricity usage during that time, such as turning off lights or
unnecessary equipment and therefore, avoid electricity cut-off.

3. An electricity consumption prediction study is very important for SONELGAZ
company, in order to plan investments in energy infrastructure and identify the
needs for renewable energy sources.

Research goals

We aim to achieve a number of goals through our research on this subject. The
most crucial of these goals is to:

- Find the most accurate model to predict household electricity consumption in
El-Oued city by comparing various machine learning models.

- Provide a trained model to the SONELGAZ institution so that its technicians
can use machine learning and artificial intelligence to predict the amount of
electricity will be used in a specific period/time.

Document structure

This work is composed of four chapters, where we have devoted two chapters
for the theoretical part and only one chapter for the practical part. In the first chapter,
we discussed the concepts related to the problem of electricity consumption as well as
the methods used to solve this problem. Then, in the second chapter, we described
how machine learning models work and their importance in the case of our study. In
the third chapter, we presented some existing works in the literature in order to benefit
of their advantages.

Finally, in the last chapter we focused on the presentation and analysis of
results obtained from our approach with the machine learning models used for the
prediction of the amount of electricity consumption.
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Energy consumption

Introduction

Energy is considered one of the most important pillars of development in any
country, especially electric energy, because it is the pillar of the global economy, and
it is also a criterion that explains the country's progress or backwardness, which
causes the occurrence of a negative energy. Consumption and its demand for
continuous increase, whether by individuals or economic institutions. In this chapter,
we present some general concepts of electrical energy and the sectors that consume it,
and then we move on to presentation introduction to the Algerian National
Electricity and Gas Company.

1. Definition of electrical energy

Electrical energy is indeed derived from the movement of charged particles,
typically electrons, through a medium. This movement of charged particles generates
an electric current, which can be harnessed and used to power various devices and
systems. The energy carried by the electric current can be measured in terms of
voltage, current, and power, and is typically expressed in units such as volts, amperes,
and watts. Electrical energy is a versatile and widely used form of energy, powering
everything from small electronic devices to large industrial machines and power grids

[1].

2. Methods of generating electrical energy

2.1.Wind power plants:
Wind turbines are machines that convert the kinetic energy from the wind into
electrical energy. Wind power plants consist of multiple wind turbines connected to
the power grid.

Wind Power in Algeria, The availability of wind energy typically varies from
one topographic region to another and also depends on the climate. The climate of
Algeria varies substantially between its northern and southern regions. The northern
part is special since it boasts a prime Mediterranean location, the Atlas Mountains,
and other high plains. However, the southern winds are more powerful than the ones
in the north. The majority of southern lands are lower in latitude than the northern
region, and more than 70% of Algeria's total surface area is covered by desert.
Southern winds have speeds between 4 and 6 m/s. The best location is thought to be
Adrar because of its well-known operational and strong wind characteristics. Strong
winds can cause damage to a high hill or ridge [2].

2.2.Solar power plants :
Solar power plants use photovoltaic cells to convert solar radiation into
electrical energy. They can be built on a large scale or as smaller, decentralized
systems.
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In 1988, Algeria began using solar energy in the Southern project. Algeria
began equipping bigger towns, like Skikda and Oran, with the necessary tools to
maximize the potential of solar energy overall. Either a CSP (concentrated solar
power plant) system or a PV (photovoltaic) system can be installed to produce solar

energy [2].

2.3.Geothermal power plants:

Geothermal power plants generate electricity by utilizing heat from the earth's
core. Water is pumped into the ground where it is heated by the earth's natural heat
and then returned to the surface as steam, which powers a turbine connected to a
generator [3].

Algeria is known for its collection of hot springs, which number more than
200 and are dispersed around the country [2].

2.4.Hydroelectricity power plants:
Hydroelectricity is a type of renewable energy that produces electricity by
harnessing the force of moving water [4].

Hydroelectricity in algerian, Despite being significant and projected to be 65
billion m3, the overall flows through Algerian territory are of little use to the nation
because of the following factors: fewer days with rain, concentration in fewer places,
high evaporation, and swift evacuation to the sea.

From a schematic perspective, the surface resources get scarcer as you move
south. Currently, there are estimated to be 25 billion cubic meters of useable and
renewable energy, of which roughly two thirds come from surface resources. With
265GWh produced in 2003, hydraulic electricity made up less than 1% of all power
output [2].

3. Sonelgaz Company

3.1. Definition:

SONELGAZ is one of the oldest known institutions in Algeria, a public
electricity and gas company that actively contributes to the economic and industrial
development of the country. In order to provide more about this company, we will
discuss the products it offers to its customers, and its tasks and functions. At the end,
we present the goals for which the company goes above and beyond [5].

3.2.Sonelgaz products
Sonelgaz, like any other company, provides products to its customers and The
products offered by Sonelgaz are as follows [5]:
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3.2.1. Natural gas production

Sonelgaz produces natural gas, which is transported and distributed throughout
the national territory. The following statistics represent information about the gas
network :

Natural Gas penetration rate: 65%
Transport network: 23,194 km
Distribution network: 139,322 km
Length of the gas network: 162,516 km
Number of customers: 6,886,407

3.2.2. Production of electrical energy
Where is electricity produced, transported and distributed on the national
territory, The following figures provide information on the electricity network:

Electrification rate: 98%

Installed capacity: 24,561 MW

Transport network: 32,720 km

Distribution network: 367,573 km

Length of the electrical network: 400,293 km
Number of customers: 10,983,538

3.2.3. Renewable energy
This energy is produced by power plants of the following types:

Photovoltaic plant: 356.1 Mwp
Wind power plant: 10.2 Mw

3.3.The goals of the company
The Sonelgaz company strives, through the missions and functions it
exercises, to achieve a certain number of objectives and results which have been set as
follows:

* Act to meet the ever-increasing demand for electrical energy through the optimal use
of basic resources and take advantage of them while preserving the environment.

» Sonelgaz Group companies plan to develop electricity production, transmission and
distribution activities, as well as gas transmission and distribution activities.

* Development and improvement in the field of energy services to develop and
diversify its products.
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* The continued development of maintenance and operation equipment and
management and operation modernization projects to participate in industrial and
commercial achievements around the world to reach the end customer.

* In general, Sonelgaz Electricity and Gas Company is an industrial and commercial
company that always seeks to participate in global competitiveness to obtain a share
of the global market [5].

4. Definition of electrical energy consumption

Electric energy consumption is the total amount of power utilized for different
purposes, including transportation, residential, commercial, industrial, and other ad
hoc uses. The actual need for electricity from the current electricity supply is to run
electrical equipment like machines, lighting, and appliances. Kilowatt-hours (kWh)
are a common unit of measurement for electric energy consumption, and they are a
crucial indicator for comprehending patterns of energy use and spotting chances to
increase energy efficiency [6].

5. Electrical energy consumption sectors
Several sectors fall into the field of electrical energy consumption, and
this is due to its various and different uses. The most prominent sectors in which
electrical energy appears are [6]:

5.1. Agricultural sector

Electrical energy is used as fuel for means and machines such as tractors,
water pumps, etc. as direct uses, while it is also used indirectly in the production of
livestock feed and fertilizers, among other uses.

5.2. Residential sector

Electricity is available, especially to citizens in general, to meet their
particular needs for lighting and heating, and for household chores in general (such as
cooking).

5.3. Public service sector

Its share of electrical energy is limited to the perimeter of public services such
as commercial buildings, hospitals, educational establishments and the rest of the
sectors (transmission sector, public works sector).

5.4. Industrial and economic sector

Where electricity is used in all industrial projects and products of plastic,
rubber, textile and other industries.



chapter 01 Energy consumption

6. The evolution of electrical energy consumption

Indeed, technological advancements and the increasing access to electricity
have played a significant role in the rise of electrical energy consumption. The
invention of new electrical appliances and devices, coupled with the increasing use of
electricity in different sectors, has led to a substantial increase in global electricity
consumption.

For instance, the widespread use of air conditioners and refrigerators in
households and the use of electric-powered machinery in industries has significantly
contributed to the rise of electrical energy consumption. Additionally, the growth of
the population and the expansion of urban areas have also played a role in the increase
of electricity demand.

As a result of these factors, the global electrical energy consumption has been
on a steady rise since the late 19th century, and it is projected to continue increasing
in the coming years. Therefore, it is essential to find ways to balance the increasing
demand for electricity with sustainable energy solutions to mitigate the adverse
effects of over-reliance on non-renewable sources of energy [7].

7. Factors of electrical energy consumption

We note that the frequency of electricity consumption increases every year,
and the variables and factors differ for economic, technological, cultural, social, and
demographic reasons. The following points summarize the most important factors
driving energy consumption:

» Climate change: the increase in electricity consumption coincides during the hot
months (summer) and decreases during the cold months (winter).

* Population growth: as new neighborhoods are built and constructed, which generates
an increase in the number of subscribers to networks, and thus increases the demand
for electricity.

» Technological development: including high-level and efficient technology in social
life and in various sectors such as industry, economy, etc.

* Elevation and improvement of the standard of living: which results in an increase in
the use of luxury products such as electrical appliances and others.

* Economic growth: it reflects the increasing uses of electrical energy by economic
agents and the rest of the world sectors (transport sector, public works, etc.) [6].
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Conclusion

In this chapter, we conducted a general study on the consumption of electrical
energy and its direction, which require searching for other modern methods that are
efficient and accurate, such as machine learning models, of which we will present
some models and which we will try Explain how it works in the next chapter.

10
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Introduction

The study of forecast models plays a major role in the planning process. It is
very important in the process of evaluating the growth and development of some
variables related to the field studied. Our main goal is to come up with a prediction
that provides future information based on previous studies. In this chapter we will
introduce the definition of forecast models, discuss the study of the most used
prediction models and identify the most important algorithms, with the aim of
selecting the most suitable one for our study.

1. Definition of forecast models:
A forecasting model is a statistical tool designed to predict future trends and
outcomes based on historical data. It involves analyzing past patterns and trends to
make informed predictions about future events, sales, demand, or inventory levels [8].

Types of forecasting
models
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Figure 2.1: Forecast models.

2. Type of forecast models:
There are many types of Forecasting, including:

2.1. machine learning models
Machine learning is a subset of artificial intelligence that uses statistical
techniques to allow computer systems to automatically learn and improve from
experience, without being explicitly programmed. It involves training models on large
amounts of data, identifying patterns and relationships, and using those patterns to
make predictions or take actions on new data. Machine learning has become
increasingly popular due to the explosion of digital data and the need for more

12
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efficient and accurate analysis methods. It has been successfully applied to a wide
range of fields, including image and speech recognition, natural language processing,
recommendation systems, and predictive analytics [6].

2.1.1. Types of machine learning models:

There are many machine learning models used in forcasting, including:

e Regression model

Regression are a type of supervised learning.it is used when predicting a
continuous variable, which can therefore take any value. The classes representing the
note change have therefore were considered constant and the regression algorithm
allowed to obtain decimal values that we finally rounded to get a vector of predicted
level [9].

The algorithms used for the regression are
- Linear regression

Linear regression is a type of regression analysis in which a linear relationship
is established between the dependent variable and one or more independent variables.
The goal is to find the best linear relationship that describes the variation in the
dependent variable based on the independent variables. The equation of a simple
linear regression model is of the form y = b0 + b1x, where y is the dependent variable,
x is the independent variable, b0 is the y-intercept, and b1 is the slope of the line.

In multiple linear regression, there are multiple independent variables, and the
equation becomes y = b0 + b1x1 + b2x2 + ... + bnxn. The goal is still to find the best
linear relationship that describes the variation in the dependent variable based on the
independent variables.

Linear regression is commonly used in data analysis and machine learning for
tasks such as predicting a continuous variable or determining the strength of the
relationship between two variables [10].

13
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141 —  Predictions

12
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Figure 2.2: Linear regression model predictions [6].

- Regression Tree
Decision trees for regression work by recursively splitting the data into
smaller subsets based on the values of the predictor variables, until a stopping
criterion is met. The splitting criterion is typically based on the reduction in the
variance of the response variable in the subsets. Once the tree is built, the predicted
response for a new observation is obtained by traversing the tree from the root to the
leaf node that corresponds to the new observation and using the mean response value
of the training data in that leaf node as the predicted response. Decision trees for
regression are popular because they are easy to interpret and can handle nonlinear
relationships between the predictors and the response [10].
- Random forest

In random forests, each tree in the ensemble is built using a bootstrap sample
of the training data, which means that some samples may appear multiple times and
others may be left out. This is known as bagging, and it helps to reduce the variance
of the model by reducing overfitting.

When building each tree, instead of considering all input features at each split,
only a random subset of features is considered. This helps to introduce some
randomness into the model and reduces correlation among the trees in the ensemble.
The parameter max_features controls the size of the feature subset to be considered at
each split. By default, max_features is set to the square root of the total number of
features.

2.2. Neural Networks and Deep Learning
Acrtificial Neural Networks (ANN) or Simulated Neural Networks (SNN) are
modeled after the structure and function of the human brain. The basic building block
of an ANN is a neuron, which receives inputs from other neurons, processes them,
and produces an output signal. The output signal of one neuron can be the input signal
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of another neuron, allowing information to be transmitted and processed throughout
the network.

The input layer of an ANN receives data from the outside world and passes it
to the hidden layers, which perform intermediate computations on the data. The
output layer of the network produces the final output of the network based on the
computations performed by the hidden layers. During the training process, the
weights and thresholds of the neurons in the network are adjusted so that the network
produces the desired output for a given input.

ANNs are commonly used in machine learning tasks such as classification,
regression, and pattern recognition, and have achieved state-of-the-art performance on
a wide range of tasks. However, they can be computationally expensive to train and
may require large amounts of data to achieve good performance.There are many
models of neural networks are [11]:

2.2.1. Recurrent Neural Networks (RNNs)

RNNSs are particularly suited for tasks that involve sequential data, where each
element in the sequence is dependent on the previous ones. One of the main features
of RNNSs is the use of a hidden state that allows the network to maintain a memory of
the past inputs. This hidden state is updated at each step of the sequence and serves as
an input to the next step, allowing the network to make predictions based on its
previous state.

However, RNNs can suffer from the problem of vanishing gradients, which
occurs when the gradients used to update the weights during training become very
small, leading to slow convergence or even stagnation of the training process. This
issue is particularly pronounced in long sequences, where the effect of the gradients
can quickly become diluted over time. To address this issue, a variation of RNNs
called Long Short-Term Memory (LSTM) networks was introduced. LSTMs have a
more complex architecture than traditional RNNs, with additional gating mechanisms
that allow them to selectively forget or remember information from the past. This
makes them particularly effective at modeling long-term dependencies in sequences.

The recurrent neural network algorithms are:
- LSTM (Long Short Term Memory)

LSTM is an extension of RNN, introduced by Hochreiter and Schmidhuber in
1997, designed to avoid the long-term dependency issue, unlike RNN, LSTM can
remember data for long periods. In RNN architecture , hidden layers have a simple
structure (e.g. single tanh layer), while the LSTM architecture is more complex, It is
constituted of 4 hidden layers.

The principal component of LSTM is the cell state. To add or remove
information from the cell state, the gates are used to protect it, using sigmoid function
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(one means allows the modification, while a value of zero means denies the
modification.). We can identify three different gates :

Forget gate layer : Looks at the input data, and the data received from the
previously hidden layer, then decides which information LSTM is going to delete
from the cell state, using a sigmoid function (One means keeps it, 0 means delete it).
Itis calculated as: f; = o(Wy. [he_q,x;] + by)

Input/Update gate layer : Decides which information LSTM is going to store
in the cell state. At first, input gate layer decides which information will be updated
using a sigmoid function, then a Tanh layer proposes a new vector to add to the cell
state. Then the LSTM update the cell state, by forgetting the information that we
decided to forget, and updating it with the new vector values. It is calculated asi; =
o(Wi. [he—1, %] + by)

and C~L’ = tanh (VVC [ht_l,xt] + bc)

Output Layer : decides what will be our output by executing a sigmoid
function that decides which part of the cell LSTM is going to output, the result is
passed through a Tanh layer (value between — 1 and 1) to output only the information
we decide to pass to the next neuron. It is calculated as: 0, = o (Wy[he—1, x:] + bg)
and h; = o, *tan h (Cy) [12].

- Facebook prophet

Prophet is a procedure for forecasting time series data based on an additive
model where non-linear trends are fit with yearly, weekly, and daily seasonality, plus
holiday effects. It works best with time series that have strong seasonal effects and
several seasons of historical data. Prophet is robust to missing data and shifts in the
trend, and typically handles outliers well [13].

2.3. statistical models:

e time series:
Utilizing historical data to make predictions about the future is known as time-

series forecasting. Time-series forecasting models are statistical models that employ
previous data points ordered in chronological order to predict future values. These
models extrapolate data trends and patterns after analysis in order to forecast future
values. Future events are predicted using time-series forecasting models, a specific
type of predictive modeling [14].

- Autoregressive (AR) models:

An autoregressive (AR) model is a type of statistical model used to describe a
time series data. In an AR model, the value of the dependent variable at a given time
point is modeled as a linear combination of its own past values. The order of the AR
model, denoted as 'p’, represents the number of lagged values used in the model.

Mathematically, an AR(p) model can be expressed as:
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Yi=c+ ¢V p+ &
Where:
Y;:represents the dependent variable at time t
c:is a constant term.
¢, the coefficient.
Y:_p:represent the lagged value of the dependent variable.
&..the error term at time t [14].

- moving average (MA):
Moving Average (MA) is another type of statistical model commonly used in
time series analysis. MA models focus on the past error terms or residuals.

In an MA model, the value of the dependent variable at a given time point is
represented as a linear combination of error terms from previous time points. The
order of the MA model, denoted as 'q’, indicates the number of lagged error terms
included in the model.

The general form of an MA model can be represented as:

Y() =0, xe(t—1)+ 0, xe(t—2) + -+ 0, xe(t —q) + &(t)
Y (t) represents the dependent variable at time t.
u is the constant term.
e(t),e(t —1),...,e(t — q)are the error terms or residuals at different time points.
61,0,, ..., 84are the coefficients that measure the influence of past error terms on the
current value [15].

- Autoregressive Moving Average( ARMA):

The ARMA model serves as a foundation for various forecasting models in
different fields. It consists of a constant term added to the combination of
autoregressive (AR) lags and their coefficients, along with the combination of moving
average (MA) lags and their coefficients, and white noise. This equation forms the
underlying structure for subsequent models and provides a framework for a wide
range of forecasting approaches in diverse domains [16].

The general form of an ARMA model can be represented as:
Yi=c+ ¢V p + 046 g+ &
- Autoregressive integrated moving average (ARIMA) model:

ARIMA stands for Autoregressive Integrated Moving Average. It is a popular
and powerful time series forecasting model that combines autoregressive (AR),
moving average (MA), and differencing techniques to capture both short-term and
long-term dependencies in a time series.

The order of an ARIMA model is denoted as (p, d, q), where:

- p represents the order of the AR component.

- d represents the degree of differencing required to achieve stationarity.
- g represents the order of the MA component.
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The parameters (p, d, q) are determined through statistical methods, such as analyzing
autocorrelation and partial autocorrelation plots [17].

- Seasonal Autoregressive Integrated Moving Average(SARIMA):

is an extension of ARIMA that explicitly supports univariate time series data
with a seasonal component. It is specifically designed to capture and forecast data
with recurring seasonal fluctuations or patterns.
The notation for SARIMA models is (p, d, q)(P, D, Q, s), where:
(p, d, g) represents the non-seasonal AR, differencing, and MA components, as in
ARIMA.
(P, D, Q) represents the seasonal AR, seasonal differencing, and seasonal MA
components.
s denotes the length of the seasonal cycle, such as the number of observations in a
season.
The parameters (p, d, g, P, D, Q) are determined by analyzing autocorrelation and
partial autocorrelation plots, similar to ARIMA [18].

3. Evaluation metrics of Machine Learning models
e Mean Absolute Error (MAE)

MAE stands for Mean Absolute Error and it measures the average magnitude
of the errors in a set of predictions, without considering their direction (positive or
negative). It is defined as the average of the absolute differences between the
predicted values and the actual values. MAE is a common metric used in regression
analysis to evaluate the performance of a model, particularly when the dataset
contains outliers or when we want to have a more balanced view of the errors.

Nsamples—1

1
MAEG,) =—— > lyi—9il
nsamples =0
where ¥ is the predicted label, y is the true label and n is the number of
samples used. It helps in determining dissimilarity between predicted outcomes and

actual outcomes.To determine the average error, it is a more natural technique [19].

e Mean Square Error (MSE)

When comparing various estimators, the mean square error is useful,
especially when one of them is biased [9].

1w ,
MSE = ;Z(Y - ¥i)
=1
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= n= The number of errors
=y =value of consumption
= y; = predicted value.

e Root Mean Square Error (RMSE)

Root Mean Squared Error (RMSE) is also a measure of calculating the
variances between the estimated value and the true value. It is calculated by the
square root of the Mean Square Error (MSE) [20].

1o ,
RMSE = |- E =)
n i=1

e Normalized Root Mean Square Error (NRMSE)

The RMSE makes it easier to compare models with different scales. the
normalized RMSE(NRMSE), which connects the RMSE to the variable’s observed
range [9].

RMSE

y

e R2 Score

The R2 score, also known as the coefficient of determination, is a statistical
measure that represents the proportion of the variance in the dependent variable
(target) that is predictable from the independent variables (features) in a regression
model. In other words, it measures how well the model fits the data by comparing the
variability of the actual target values with the variability of the predicted target values.

The R2 score ranges from 0 to 1, with 1 indicating a perfect fit and O
indicating that the model does not explain any of the variability in the target variable.
A negative R2 score indicates that the model is worse than a horizontal line (i.e.,
predicting the mean of the target variable for all samples). The R2 score can be used
to evaluate the performance of regression models and compare different models [19].

First Sum of Errors

R—-S d=1-
quare Second Sum of Errors

where First Sum of Errors is the sum of squared residuals (the
difference  between the predicted and actual values), and
Second Sum of Errors is the total sum of squares (the total variability in the
dependent variable).
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4. Litterature review:

4.1.Electricity demand estimation method

Large businesses and economic organizations use a variety of tools and
techniques to estimate the demand for electrical energy consumption because they
depend on the following factors when estimating expected electricity consumption:

The method based on referencing the date of electricity consumption on the
same day from the same date in the previous years to make a prediction for the
present and calculate the rate of increase, which is calculated in this way

Consumption next year = Consumption last year + x. Consumption last year.

Where x: the Rate of increase.

X. Last year's consumption: the value of last year's load.

The increase in the growth rate which was originally calculated for the next
year, and if it turns out that the consumption increases or decreases, it is modified
according to the situation [6].

4.2.Previous studies on using Al techniques to predict electricity

consumption
Paper 01: Using Support Vector Machine to Predict Next Day Electricity
Load of Public Buildings with Sub-metering Devices
Accurate short-term electrical load forecasting is essential for enabling
demand side management in the construction industry. It is feasible to forecast
both the overall electrical load and the loads of particular building service systems
(such as air conditioning, lighting, power, and other equipment) for buildings that
have electricity sub-metering systems installed. In this article, a Support Vector
Machine (SVM)-based approach is suggested to forecast system-level loads. 24
SVM models (one model per hour) were developed and used to forecast the hourly
electricity load for each type of system. Simple weather predictions and hourly
electricity usage from the preceding two days serve as the prediction method's
inputs. The proposed method beats three other common data mining techniques,
according to a case study.Both CV_RMSE and N_MBE use (ARIMAX, Decision
Tree, and Artificial Neural Network). In order to forecast system level electrical
consumption for public buildings, the SVM approach is recommended [21]
Paper 02: Research on electricity consumption forecasting model based on
wavelet transform and multi-layer LSTM model
This research suggests a forecasting model based on the combination of
wavelet transform and multiple LSTM that takes into account the time series
properties of electricity consumption data. The experimental results directly
demonstrate that the method in this paper has significantly improved the prediction
accuracy of daily electricity consumption, and the noise reduction processing of WT
can be used to some extent through training and prediction of sample data, as well as
horizontal comparison with traditional LSTM and Bi-LSTM algorithms. Increase the

20



Chapter 02 forecast techniques

model's stability and precision. With the use of this technology, it is possible to more
accurately anticipate daily electricity consumption, create practical plans for the
generation and transmission of power, and efficiently reduce the waste of electricity
resources [22].

Paper 03: Electricity Consumption Prediction in an Electronic System Using
Artificial Neural Networks

In this paper, a method for electricity consumption prediction based on
artificial neural networks is proposed. The electricity consumption dataset is obtained
from a cold storage facility, which generates data in hourly intervals. The data
obtained are measured for a period of over 2 years and then separated to four seasons,
so different models are developed for each season. Five different network structures
(ordinary RNN, LSTM, GRU, bidirectional LSTM, bidirectional GRU) for five
different values of horizon, i.e., input data (one day, two days, four days, one week,
two weeks) are examined. Performance indices, such as mean absolute percentage
error (MAPE), root mean square error (RMSE), mean absolute error (MAE) and mean
square error(MSE), are used in order to obtain qualitative and quantitative
comparisons among the obtained models. The results show that the modifications of
recurrent neural networks perform much better than ordinary recurrent neural
networks. GRU and LSTMB structures with horizons of 168h and 336h are found to
have the best performances [23].

Paper 04: Energy consumption prediction by using machine learning for
smart building: Case study in Malaysia

This research aims to address the problems by developing a predictive
model for energy consumption in Microsoft Azure cloud-based machine learning
platform. Three methodologies which are Support Vector Machine, Artificial
Neural Network, and k-Nearest Neighbour are proposed for the algorithm of the
predictive model. Focusing on real-life application in Malaysia, two tenants from
a commercial building are taken as a case study. The data collected is analyzed
and pre-processed before it is used for model training and testing. The
performance of each of the methods is compared based on RMSE, NRMSE, and
MAPE metrics. The experimentation shows that each tenant’s energy
consumption has different distribution characteristics [24].

We identified several study publications related to the forecasting of
electric energy consumption. After submitting them, we classify them according
to the year of publication, the technology used, the data set, and performance
measures. We summarize them in the following table:
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Paper | Year | Method Data used Performance matrics
ARIMAX | electricity data NMBE :12.4% /CV_RMSE :22.4%
REPTree | of Shanghai NMBE :12.1% / CV_RMSE :27.2%
[21] | 2015 | ANN during 2013 NMBE :11.9% / CV_RMSE :22.1%
SVM NMBE :7.7% / CV_RMSE :15.2%
The electricity
consumption in RMSE :0.041
[22] | 2022 LSTM | the area MAPE :0.946%
controlled by the R2:0.988
U.S
The electricity | MAE :1.075810 / MSE :1.968030
2022 LSTM consumption of | MAE :0.540190 / MSE :0.523995
[23] GRU cold storage
facility
energy RMSE:5.0025748/ MAPE:3.02
consumption of RMSE:8.874015 / MAPE:5.02
[24] KNN commercial RMSE:4.750689 / MAPE:2.76
2021 ANN building
SVM located in
Klang Valley
Malaysia
Table 2.1: exemples of results of related works
Conclusion

In this chapter, we conduct a theoretical study of forecast models. Where we
discussed the most important predictive methods and how they work. We have shown
the great importance of these methods in knowing the future values. Now that we
have defined the machine learning models, we will apply some models to the problem
of electricity consumption after going through some steps that we will discuss in the

next chapter.
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Introduction

in this chapter, first we prepare the data before applying regression models to
it, which is the electricity consumption in megawatts for EIl-Oued city and the
municipality (EI-Oued) over an 11-year period. The performance of automatic
learning algorithms for prediction is then evaluated, represented by regression and
classification models, and we compare these models to determine which one is the
most effective at assisting in making the best prediction decision. A classification or
regression algorithm's predictive ability is typically measured by its predictive
accuracy or error rate, in test examples. Our display of the results will be in the form
of tables and graphs.

1. Proposed approach for electricity consumption prediction
The fundamental stages of the machine learning process consist of data

collection and preparation, model selection, model training using training data,
performance evaluation of the model, and finally the visualization of the obtained

results. Such steps can be summarized as follows:

L3/ Choosing Learning
Algorithm

Data Collection ' ’ Data Preparation

——

\ 4

<___

Predictions Evaluating Model Training Model

Figure 3.1: Machine Learning Workflow

1.1. Data Collection and Preprocessing
e Overview of the dataset
The data obtained from Sonelgaz company which were collected over the 10
years (from 2012 to 2022).the data comes in the form txt file.

Here are the most important points and characteristics of the collected data:

Each client’s information is collected seasonally each year:

[ client | T1 2012 | T2 2012 | T3 2012 [ T4 2012 | ........... | T1 2022 | T2 2022 | T3 2022 | T4 2022 |
Table 3.1:Variables of the dataset
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o Data preprocessing and cleaning

Data preprocessing is a data mining approach that involves putting intelligible
format into raw data. Data preprocessing is a tried-and-true way for resolving issues
when the real data is often insufficient, either due to missing attribute values or
missing particular qualities of interest.
Step one: convert the data file

Since the gathered data was originally a text document, we transformed it into
an Excel file in CSV format. This will enable us to process the data more easily when
we come to the coding stage.
Step two: data cleaning

After conducting a data analysis, we discovered that there is missing data, so
we must solve this problem and clean the data by removing incompleted data
(deleting the rows that contain empty values). We keep only the essential and useful
information from which the model learns. At the end of this step, we will have a total
of 11,042 rows for municipality of EI-Oued.
Step three: processing negative data

Since the obtained data includes data with negative values, we have changed
the negative values to positive values in order to prevent any issues or flaws that
these values might introduce.
Step four: Calculate the sum and Splitting the data

Calculate the sum of each column and then separate each season in the csv
file,so we get 4 file ,and each file contains 11 columns and one row.
First file:

- Nl M x| | O~ Ol 4| N
S A Al Al A A A9 d| 4| N| | N
P o|lo|lo|lo|lo|lo|lo| ol ol o] o
< C\II NI C\II ('\II ('\II (\Il ('\II (\Il ('\II (\II (\ll
(5]
N A | A Al A A| A A A| A| A |
+— +— +— +— +— 4+ +— 4+ +— +— )
Ol o N| Ol ol N| ©W| | Ll N ©
M| O d| O O~ A | O m| ©
= Ol ol | | ol N | M~ M| Nl © O
|l o | AN | ~| I~ | Ad|l O | O
> Nl oLl Nl Al N M| | ©O] A ©
%2} o Ol | | 0| ©| | O]~ | N
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A Al Al A| A| Al A A| A 4| 4

Table 3.2: file of first season
Step five: Data re-organization
Finding the ideal combination of characteristics that we require for the
prediction process is the goal of the characteristic selection procedure. We choose the
entry and exit characteristics in an effort to increase the model's effectiveness.
Therefore, and because we will use different techniques of Al, we have
prepared two datasets for:
- Firstcase:
Such case has been for the machine learning models ads also for LSTM. Here,
we have restructured the data in a CSV file containing 6 columns as follows:

Features Label

Y | S | 3y | 2y | 1Y Target

Table 3.3: The features and label of dataset (case 1)
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As one can see, the first column represents the year, the second, represents the
season number, the third represents the consumption value of the third previous
year, the fourth represents the consumption value of the second previous year, the
fifth represents the consumption value for the previous year, and the last column
represents the consumption value for the year.

Year T Y &Y 1Y target

0 2015 1.0 129785630.0 14093063.0 14452512.0 154274580.0
1 2016 1.0 14098068.0 14452512.0 15427490.0 14817060.0
2 2017 1.0 14452512.0 15427490.0 14317060.0 14627272.0
3 2018 1.0 15427490.0 14817060.0 146272720 15433716.0

4 2019 1.0 14817060.0 14627272.0 15433716.0 15541743.0

Figure 3.2: Data format after restructure
- Second case:
In fact, the dataset of such characteristics had been exploited for SARIMA
and Prophet. In this case, we have restructured the data in a CSV file
containing 2 columns to be used in the time series models as follows:

Features Label

Date Value

Table 3.4: The features and label of dataset (case 2)
Step six: merge the data
After organizing the data of the four files, we will merge them all into one file
for that. We will end up with one large file that contains all the variables and data.

"| Year T 3Y 2 1Y target

0 2015 1.0 12972830.0 140930638.0 144525120 154274900

1 2015 2.0 124474320 NM787950.0 12850339.0 15008675.0
2 2015 3.0 310393385.0 26245084.0 325427420 3438537340
J 2015 40 243403740 22725614.0 253189930 23036772.0
4 2016 1.0 14092063.0 144525120 154274900 14817060.0
5 2016 2.0 11767980.0 128503390 150086780 14904555.0
6 2016 3.0 26245084.0 325427420 348587340 372612930
T 2016 4.0 22735614.0 2531809930 230867720 221922300
g 2017 1.0 14452512.0 154274900 14217060.0 14627272.0
9 2017 2.0 12850339.0 15008673.0 149045350 14896826.0

Figure 3.3: Data format after organizing and merge.
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Step seven: splitting the data

In this step, we will split the data into 2 part: one will be used for training and
the other will be used for testing. The data was divided into 67% for training and 33%
for testing.

1.2. Techniques used for the prediction

1.2.1. Simple Regression Techniques (Implementation)

- Decision tree

We start by importing the libraries, DecisionTreeRegressor from sklearn.tree for
decision tree regression and train_test_split from sklearn.model_selection, then the
target is set after reading the data, and then the train_test_split function is used to
split the data into training and test sets. Then a DecisionTreeRegressor object is
created and set the parameter (min_samples_leaf=10 and min_samples_split=2), then
the fit approach is used to train the decision tree Regressor using the training data,
and then the predict method is used to make predictions on the test set using the
trained model.

- Random forest

A group of decision-making tree algorithms makes up an alphabetic forest. We
create a random forest algorithm to solve a regression problem using the
RandomForestRegressor class from the Sklearn.ensemble library. The parameter
n_estimators is the most crucial component of the RandomForestRegressor class.
This parameter specifies the total number of trees in the random forest; we start with
n_estimators = 100 and set the maximum tree depth to 10 and random_state=44
min_samples_leaf=5 min_samples_split=5. next, using a method that is fit to the
training data, we introduce the random forest model .Then employ the trained model
to perform predictions on the entire test set using the method predict.

1.2.2. Al Time Series Analysis
- LSTM (Implementation)

We start by importing the libraries, LSTM,Dense,Input from keras.layers and
train_test_split from sklearn.model_selection, then the target is set after reading the
data, and then the train_test_split function is used to split the data into training and
test sets. Then, we initialize the model as Sequential(),than we put LSTM layer and
11 dense layers,then we have an output layer to prediction of a value.and we used tha
activation function ‘linear’.Second, we add the compiler function ‘adam’ as an
improved scale to calculate the loss in order to train the model on the weights of the
model and use the mean absolute error.

Finally, we will train our model at iteration of 100 times.

- prophet
Here, We start by importing the class Prophet from prophet and read the file
of sum and convert the T column to datetime ,then Convert the name of the two
columns to ‘ds’ and ’y’. We fit the model by instantiating a new Prophet object. Then
we call its fit method and pass in the historical dataframe. And then we use the helper
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method Prophet.make_future dataframe to predict the next five years (By default it
will also include the dates from the history).

1.2.3. Statistical Time Series Analysis (Implementation)
-  SARIMA
Import the module statsmodels.api and read the file of sum ,convert the T
column to datetime.then,splitting the data and we create a SARIMAX object from
sm.tsa and we put the parameter(endog=train, order(1,1,3),
seasonal_order(1,1,3,4)).then we use get_forecast method to obtain forecasts of test
values and we put parameters step= len(test).

1.3. Results and Analysis

1.3.1. Overview of the results
Part One: municipality of EI-Oued

a) Decision tree
We applied DT model:
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Table 3.5: The DT results for the testing and training phase.

As shown in Table(3.5) the DT model achieved (R2 =0.70, RMSE=4560358.40,
MAE=4184312.50 ). The plots of the results are provided down below (3.4) .
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b) Random Forest
We applied RF model:

Training testing
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Table 3.6: The RF results for the testing and training phase.

As shown in Table(3.6) the RF model achieved (R? =0.91, RMSE=2135013.137,
MAE=1817856.21). The plots of the results are provided down below (3.5) .

c) LSTM
We applied LSTM model:

Training Testing
L L L L
w L n S L L %) <]
<2238 |« 2 S |8
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2327274.09
8621452412254.57
2936230.987
0.094905
0.905
855693.81
1457649719140.54
1207331.65
0.040128
0.97

Table 3.7: The LSTM results for the testing and training phase.

As shown in Table(3.7) the LSTM model achieved (R? =0.97, RMSE=1207331.65,
MAE=855693.81). The plots of the results are provided down below (3.6).
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d) Prophet:
We applied Prophet model:

MAE MSE RMSE NRMSE | R2_score

1556387.56 | 5015041459776.558 | 2239428.8244497874 | 0.06623 0.943

Table 3.8: The prophet results for the testing and training phase.

As shown in Table(3.8) the Prophet model achieved (R? =0.94, RMSE=2239428.82,
MAE=1556387.56). The plots of the results are provided down below (3.7).

e) SARIMA:
We applied SARIMA model:
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Table 3.9: The SARIMA results for the testing and training phase.

As shown in Table(3.9)the SARIMA model achieved (R2=0.93,RMSE=2797549.34,
MAE=2103577.3). The plots of the results are provided down below (3.8).

Comparison between results:

The accuracy of the Training set and the Accuracy of the Testing set using the
Municipality of EI-Oued Dataset are compared in the table that follows (3.10).
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Table 3.10: the performance evaluation for different techniques.

through the results obtained and shown in the previous Table (3.10), we find
that:

We note that the LSTM model was the most accurate among the models, it
has the lowest error value, RMSE =1207331.65, then the RF model shows good
prediction. with an error rate of RMSE =2135013.137. then the Prophet Achieved
results acceptable, RMSE=2239428.82.The SARIMA model gave results were
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good in the testing phase with RMSE =2797549.342787 and DT model It gave
the error value being slightly high with RMSE =4560358.40.

Part Two: El-Oued city

a) Decision tree
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Table 3.11: The DT results for the testing and training phase.

As shown in Table(3.11) the DT model achieved (R? =0.71,RMSE=6141368.25,
MAE=5393820.2). The plots of the results are provided down below (3.9).

b)Random Forest:
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L et L o
L L
L 2} Q L L 2] Q
< |22 |28 |2 |2|2 =3
= |2 | Fl|Jd|=2]2F ||
p4 Z
o a4
o} N~
© —
(e <
™ < o (@3]
w | 3 2|9 LB |e |y
o | | | |w |l o | g|e Q|
o ™ — ~ oo o o [N N b
I I || |3 |FIS|8|F |
0] — — ™ o N N~ < o
Lo ™ (2] o Lo o — o
™ N~ < N o ™
—i i
< (o2}
N »

Table 3.12: The RF results for the testing and training phase.
As shown in Table(3.12) the RF model achieved (R? =0.88,RMSE=3148026.69,
MAE=2524096.5). The plots of the results are provided down below (3.10).
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d)LSTM:

Training Testing
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Table 3.13: The LSTM results for the testing and training phase.
As shown in Table(3.13) the LSTM model achieved (R?2 =0.94,
RMSE=2672660.37, MAE=2246013.3). The plots of the results are provided down
below (3.11).
e)Prophet:

MAE MSE RMSE NRMSE | R2_score

3606782.97850 | 25790444295803.36 | 5078429.3138531875 | 0.0695 0.92

Table 3.14: The Prophet results for the testing and training phase.

As shown in Table(3.14) the Prophet model achieved (Rz =0.92,
RMSE=5078429.31, MAE=3606782.9). The plots of the results are provided down
below (3.12).

f) SARIMA:
Training Testing
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Table 3.15: The SARIMA results for the testing and training phase.
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=0.90,

achieved (R?

RMSE=6512721.71, MAE=5031787.9). The plots of the results are provided down

below (3.13).

the SARIMA model

in  Table(3.15)

shown

As

Comparison between results:
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Table 3.16:the performance evaluation for different techniques.

Through the results obtained, we find the following:

6141368.25.
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The RF model achieved similar results in both the learning and testing phases,
the results were good. Where the error value as follows: RMSE=3148026.609.
The LSTM model achieved the best results in the testing phase, and it has the
lowest error value, RMSE=2672660.37.

The Prophet model had a acceptable performance.the results were good,where
error value RMSE=5078429.31.

The SARIMA model had a Unacceptable performance, so the results were
much unsatisfactory. With a error value RMSE = 6512721.71.

So in this part we can say that the LSTM model is the most satisfactory

models in terms of performance.

1.3.2. Results analysis

Part one: municipality of El-Oued:

Consumption
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We present in this section the results of the prediction of the value of the
electricity consumption for data of municipality of El-oued.
a) Decision tree

1e7 Actual and predicted outputs for the DT
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Figure 3.4: prediction by DT.
b) Random Forest:
1le7 Actual and predicted outputs for the RF
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Figure 3.5: prediction by RF.
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Consumption
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o

c) LSTM:
1e7 Actual and predicted outputs for the LSTM
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Figure 3.6: prediction by LSTM.
d) Prophet:
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Figure 3.7: prediction by Prophet.
e) SARIMA:
1le7 Actual and predicted outputs for the SARIMA
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Figure 3.8: prediction by SARIMA.
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Part two: El-Oued city:
We present here the results of the prediction of the value of the electricity

consumption for data of El-oued city.

a) Decision tree
1e8 Actual and predicted outputs for the DT
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Figure 3.9: prediction by DT.
b) Random Forest:
1le8 Actual and predicted outputs for the RF
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Figure 3.10: prediction by RF.
c) LSTM:
1le8 Actual and predicted outputs for the LSTM
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Figure 3.11: prediction by LSTM.
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d) Prophet:
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Figure 3.12: prediction by Prophet.
e) SARIMA:
le8 Actual and predicted outputs for the SARIMA
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Figure 3.13: prediction by SARIMA.

1.4. Results and discussion
In our thesis, we used different algorithms for the forecast of electricity

consumption in EI-Oued. Concretely, we have analyzed the electricity consumption
of the city and the municipality of EI-Oued in both short and long term.

As a result, we concluded that the best algorithm was the LSTM and the

accuracy was very encouraging for the short term case.
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Finally, we concluded that the electricity consumption forecast is very useful
for Sonelgaz and we intend to extend our work with other functionalities to better
help the institutions producing and distributing electricity.

Conclusion

In this chapter, we collected and processed the data, then presented detailed
results for each model and presented a comparative analysis of the results of the
different models for predicting electricity consumption on two sets of data, which are
the municipal data of El-oued, and El-oued.city Finally, some conclusions are drawn
from our analysis of the results obtained.
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General Conclusion

Due to the fact that electricity controls every aspect of life, as demand rises in
tandem with technology and urbanization's rapid development, there will be a
shortage of energy that cannot be produced in the required quantities. This will result
in a crisis for both producers and consumers. Therefore, accurate demand forecasting
for electrical energy is a key decision-making challenge since it enables better energy
resource planning and management.

In this study, we discussed the potential for highly accurate predictions of
electricity consumption by applying certain automatic learning models, embodied in
regression models to predict consumption value, such as LSTM, random forest,
decision tree, SARIMA, and SVR.

All prediction models have been applied to two different sets of data: data
from the municipality of El-oued and data from El-oued city.

After comparing the results of regression models, we found that the model
based on neural networks (LSTM) is significantly better than the other models for all
data, but it is also possible to rely on model RF to forecast future electricity
consumption values.

In terms of research views, we may say that LSTM, RF can all be used to
predict value-based consumer behavior.

Over the course of working on this project, we learned a lot about artificial
intelligence approaches, particularly automatic learning models, and how to apply
these models to predicting electrical energy consumption.
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